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Resource Summary:

The TeraGrid offers 40 teraflops of computing 
power distributed at nine sites, facilities 
capable of managing and storing nearly one 
petabyte of data, high-resolution visualization 
environments, and toolkits for grid computing. 
TeraGrid's tightly integrated components are 
connected through a 40 gigabits per second 
network
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Like all computing platforms, grids are in need of a suite of benchmarks by which they 
can be evaluated and characterized.  Due to the dynamic nature of Grids, a one time 
evaluation is notsufficient; effective measurements must be collected periodically and 
viewed as a time series.
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In the two graphs above, Pathload measures dynamic 
available bandwidth over time on two different e2e paths 
(ncsa->caltech and ncsa->sdsc.) Pathload [dovrolis et al] 
uses efficient and lightweight probes as part of a 
methodology called SLoPS (Self-Loading Periodic Streams) 
to accurately measure e2e available bandwidth from a 
user's perspective.

INCA Network Measurements:
(e2e reporter)

 - Provides TeraGrid users with site-to-site 
performance baselines
 - Wraps network measurement tools
 - Collects measurements
 - Archives results in RRDTool 
 - Displays results in time-series graphs

Use Cases:

The basic data collection and analysis 
framework provided by Inca supports a 
diverse set of use cases.

 - Service Reliability
 - Monitoring
 - Benchmarking
 - Site Interoperability Certification
 - Software Stack Validation

Benchmarking and Measuring Grid Platforms: 
Software Tools and Results on the TeraGrid
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TeraGrid Deployment:


