INCA

FRAMEWORK FOR AUTOMATED MONITORING OF GRID SYSTEMS
http://tech.teragrid.org/inca

TERAGRID PROJECT

INCA IS A GENERAL FRAMEWORK
WHICH CAN BE CONFIGURED TO MEET

TERAGRID IS CURRENTLY USING INCA TO ENSURE THE PROPER OPERATION OF THE TERAGRID
THE NEEDS OF A SPECIFIC GRID

HOSTING ENVIRONMENT ON PARTICIPATING RESOURCES.
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USE CASES:

THE BASIC DATA COLLECTION AND ANALYSIS WORK IS UNDERWAY TO USE INCA TO MONITOR CHANGES IN TERAGRID PERFORMANCE USING:
FRAMEWORK PROVIDED BY INCA SUPPORTS A
DIVERSE SET OF USE CASES.
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